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Introduction and Motivation
● College students may have a set of possible 

courses to enroll, and lack of tutoring could 
result in failing grades.

● Predicting academic performance and dropout 
students enables institutions to help students 
make better decisions.

● The transformer architecture has made it 
possible to train models on sequence data and 
obtaining state of the art results.

● The objective of this research is to create a 
model that uses the transformer architecture for 
the academic performance prediction task to 
obtain state of the art results.

Dataset

● We collected a dataset containing 822 
different students over a 7 year period 
from 2011 to 2017 from the System 
Engineering major of the Universidad 
Metropolitana.

● This dataset represents the academic 
performance history, containing the 
courses and grades obtained by these 
students in each term. 

● The train/test split was carried out with 
739 students for the train set and 83 
students for the test set. With no 
overlapping of students from the 
differents sets

Results
● Accuracy of 73.6 % and an F1 score of 81.26 % for 

the validation set.

● Confusion Matrix of the results:

Model

● We use the encoder structure from the 
Transformers architecture, but discarding the 
positional encoding.

● We replace the embedding of words with a random 
embedding of courses and trained them.

Analysis and Future Work
● Tthe Transformer architecture can be used to predict 

academic  performance on a university dataset. 

● Future works needs to be done in order to compare 
with a  benchmark, to state the improvement with 
already existing methods.

● .We plan to incorporate positional encoding from the 
Transformers architecture to experiment on better 
accuracy of the model

● We are working in a pre trained course embedding 
to better represent the course input

●

● 2D PCA of trained course embedding:
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